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Abstract

Ximenes, Rodrigo; Kalinowski, Marcos (Advisor); FEscovedo, Ta-
tiana (Co-Advisor). Issues that Lead to Code Technical Debt in
Machine Learning Systems. Rio de Janeiro, 2024. 68p. Dissertacao
de Mestrado — Departamento de Informatica, Pontificia Universidade
Catolica do Rio de Janeiro.

[Context] Technical debt (TD) in machine learning (ML) systems, much
like its counterpart in software engineering (SE), holds the potential to lead to
future rework, posing risks to productivity, quality, and team morale. However,
better understanding code-related issues leading to TD in ML systems is still
a green field. [Objective] This dissertation aims to identify and discuss the
relevance of code-related issues leading to TD in ML code throughout the ML
life cycle. [Method] Initially, the study generated a list of potential factors that
may contribute to accruing TD in ML code. This compilation was achieved
by looking at the phases of the ML life cycle along with their usual tasks.
Subsequently, the identified issues were refined by evaluating their prevalence
and relevance in causing TD in ML code. This refinement process involved
soliciting feedback from industry professionals during two focus group sessions.
[Results] The study compiled a list of 34 potential issues contributing to TD
in the source code of ML systems. Through two focus group sessions with nine
participants, this list was refined into 30 issues leading to ML code-related
TD, with 24 considered highly relevant. The data pre-processing phase was the
most critical, with 14 issues considered highly relevant in potentially leading to
severe ML code TD. Five issues were considered highly relevant in the model
creation and training phase and four in the data collection phase. The final list
of issues is available to the community. [Conclusion] The list can help to raise
awareness on issues to be addressed throughout the ML life cycle to minimize

accruing TD, helping to improve the maintainability of ML systems.

Keywords
Technical Debt; Machine Learning; Focus Groups.



Resumo

Ximenes, Rodrigo; Kalinowski, Marcos; Escovedo, Tatiana. Problemas
que Levam a Geragao de Divida Técnica de Cédigo em Sistemas
de Aprendizado de Maquina. Rio de Janeiro, 2024. 68p. Dissertacao
de Mestrado — Departamento de Informatica, Pontificia Universidade
Catolica do Rio de Janeiro.

[Contexto] A divida técnica (DT) em sistemas de aprendizado de mé-
quina (AM), assim como sua contraparte em engenharia de software (ES), tem
o potencial de levar a retrabalhos futuros, representando riscos para produ-
tividade, qualidade e moral da equipe. No entanto, compreender melhor os
problemas relacionados ao c6digo que levam a DT em sistemas de AM ainda
é um campo em aberto. [Objetivo] Este artigo tem como objetivo identificar e
discutir a relevancia de problemas que levam a DT no cédigo de AM ao longo
do ciclo de vida do AM. [Método| O estudo compilou inicialmente uma lista
de problemas potenciais que podem levar a DT no cédigo de AM, analisando
as fases do ciclo de vida do AM e suas tarefas tipicas. Posteriormente, a lista
de problemas foi refinada através da avaliacao da prevaléncia e relevancia dos
problemas que levam a DT no cédigo de AM por meio de feedback coletado
de profissionais da indistria em duas sessoes de grupos focais. [Resultados] O
estudo compilou uma lista inicial de 34 problemas que potencialmente contri-
buem para DT em codigo-fonte de sistemas de AM. Através de duas sessoes
de grupos focais com nove participantes, esta lista foi refinada para 30 pro-
blemas que levam a DT relacionada ao cédigo de AM, sendo 24 considerados
altamente relevantes. A fase de pré-processamento de dados foi a mais critica,
com 14 problemas considerados altamente relevantes em potencialmente levar
a uma DT grave no cédigo de AM. Cinco problemas foram considerados alta-
mente relevantes na fase de criacdo e treinamento do modelo e quatro na fase
de coleta de dados. A lista final de problemas esta disponivel para a comuni-
dade. [Conclusao] A lista pode ajudar a aumentar a conscientizagdo sobre os
problemas a serem tratados ao longo do ciclo de vida do AM para minimizar

a acumulagao de DT, ajudando a melhorar a manutenibilidade de sistemas de

AM.

Palavras-chave

Divida Técnica; Aprendizado de Maquina; Grupos Focais.
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1
Introduction

1.1
Context and Motivation

The concept of technical debt (TD), first introduced by Ward Cunning-
ham in 1992 (CUNNINGHAM, 1992), draws an analogy between software
engineering (SE) and financial borrowing. This analogy highlights how opting
for quicker deliveries in SE can lead to accumulated ‘debt’ that, similar to
its financial counterpart, accrues ‘interest’ over time and demands eventual
repayment. Leveraging TD can accelerate project timelines, especially when
focusing on developing features rapidly. However, it is imperative to undertake
rigorous management and analysis to repay this debt, thereby minimizing the
risks associated with these expedited processes.

The intersection of TD and machine learning (ML) systems has emerged
as a noteworthy area of interest, as emphasized by Sculley et al. (SCULLEY
et al., 2015). Despite this growing attention, the intricacies of identifying and
managing TD within the context of ML systems remain relatively unexplored
areas warranting further research.

Furthermore, Martinez et al. (MARTINEZ; VILES; OLAIZOLA, 2021)
identified primary challenges in executing real-world ML projects, including
low process maturity, reproducibility issues, absence of validation data, and
inadequate quality assurance checks. Addressing these challenges underscores
the importance of cohesive coordination among team and project management
and efficient data information management to ensure reproducibility, reliabil-
ity, and achieving desired project outcomes.

In another study, Pimentel et al. (PIMENTEL et al., 2019) uncovered
sub-optimal practices concerning notebooks, widely used in ML for coding,
data visualization, and result presentation. Their findings revealed deficiencies
such as a lack of code testing, disorderly cell arrangement, unexecuted code
cells, and potential hidden states. These kinds of problems can contribute to
TD accumulation.

Amershi et al. (AMERSHI et al., 2019) observed software teams at
Microsoft developing Al-based applications, employing a comprehensive nine-
stage workflow process categorized into data-oriented and model-oriented
phases. Kalinowski et al. (KALINOWSKI et al., 2023) abstracted seven generic
life cycle stages based on the nine ML life cycle stages by Amershi et al. and
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the Cross-Industry Standard Process Model for Data Mining (CRISP-DM)
(CHAPMAN et al., 2000) model phases.

These stages include Data Collection, involving gathering and analyzing
data, and Data Pre-Processing, considered the most time-consuming phase,
addressing, for instance, missing data and outliers. Subsequent stages entail
listing possible models, evaluating results, and post-processing activities, cul-
minating in result presentation and value generation. This process reflects a
structured approach to ML project development, encompassing various tasks
from data collection to result evaluation and presentation, ensuring a compre-
hensive and systematic process to achieve desired project outcomes.

Given this scenario, the motivation behind this study is to kick-start
the exploration of potential causes of code-related TD accumulation in ML
systems and shed light on the barriers that developers may encounter during
routine tasks throughout the life cycle of an ML system. Existing studies
predominantly focus on the types of TD and the emergence of new ones
compared to those already known in SE. This research aims to raise awareness
among ML system developers about the risks of accumulating code-related TD
encountered during typical tasks throughout the life cycle of an ML system.

Hence, this research aims to identify and evaluate code-related issues
leading to TD within ML code. To this end, we analyzed typical tasks across
each phase of the ML life cycle and categorized problems.

1.2
Goal and Research Questions

Our main research goal is to compile and assess a list of issues that can
lead to ML code TD.

The assessment goal can be stated following the GQM goal definition
template (BASILI; ROMBACH, 1988) as follows: Analyze a candidate
list of issues that can lead to ML code TD with the purpose
of characterizing with respect to the occurrence in practice and
perceived relevance of the issues from the point of view of ML
experts in the context of developing ML systems.

Therefore, our first research question concerns compiling such a list.

RQ1: What are potential issues that could lead to ML code TD?

We aim to establish a set of potential issues that can lead to ML code
TD by analyzing problems related to typical activities conducted throughout
the different ML life cycle phases.



Chapter 1. Introduction 16

After compiling such a list, we derive the following two research questions.

RQ2: Do the identified issues occur in practice?
This research question verifies whether the proposed issues manifest in

real-world ML-enabled systems.

RQ3. Are the issues perceived as relevant by practitioners in terms of
leading to TD?
This research question evaluates the perceived relevance of the suggested

issues in the candidate list regarding leading to TD.

Hence, considering these research questions, we assume that frequently
occurring issues perceived as relevant should be shared with practitioners to
avoid them in ML system projects. To assess these characteristics from a
practitioner’s point of view, we conducted two focus group sessions with nine

ML experts.

1.3
Methodology Overview

We initiated our study by searching the literature and targeting articles
discussing various types of TD in ML systems to foster and gain insights into
potential issues leading to code-related TD. We found a Systematic Mapping
Study by Bogner et al. (BOGNER; VERDECCHIA; GEROSTATHOPOU-
LOS, 2021), which revealed four new types of TD in Al-based systems, includ-
ing data, model, configuration, and ethics debt. Moreover, it also highlights the
recurring presence of established TD types such as infrastructure, architectural,
code, and test debt. In addition, Tang et al. (TANG et al., 2021) introduced
seven distinct TD categories relevant to ML, focusing on custom data types.
These categories include duplicate feature extraction code, reusability, unnec-
essary model code, model code comprehension, modifiability, and duplicate
model code.

Considering this previous research, we established our methodology in

two key steps:

1. Compilation of the Candidate Issues. Analyzing potential problems re-
lated to typical activities conducted throughout the different ML life
cycle phases to build a list of issues that may lead to code-related TD.
The list was refined in discussions with an independent researcher, keep-

ing in mind the main tasks to be performed in each of the typical stages
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of the ML life cycle. Subsequently, this list was reviewed by an addi-
tional independent researcher to eliminate inconsistencies and add any
overlooked issues. Further details on the compilation and the candidate

list can be found in Section 3.

2. Focus Group Sessions. We conducted two focus group sessions, following
the guidelines by Kontio et al. (KONTIO; BRAGGE; LEHTOLA, 2008)
to facilitate in-depth discussions and obtain insights from ML experts,
with the objective of assessing the occurrence and relevance of the
candidate issues. The focus group sessions were conducted with nine
ML experts. Further details on the focus group sessions and their results

can be found in Sections 3 and 4.

14
Dissertation Outline

This dissertation is organized as follows. In Section 2, the background
and an overview of relevant prior research are provided. Section 3 outlines
the compilation and planning of the assessment of the candidate issues.
Section 4 details the assessment and refinement of the list of candidate issues.
Subsequently, the analysis of the results is provided in Section 5, and finally, in
Section 6, the document concludes and discusses potential avenues for future

research.



2
Background and Related Work

2.1
Introduction

This chapter introduces the relationship between TD and ML systems,
providing a foundational understanding of both concepts. It begins by elu-
cidating the origins of TD in SE, drawing parallels with financial debt and
emphasizing its implications for productivity and code maintainability.

Moreover, it explores recent research highlighting the emergence of new
types of TD within Al-based systems, shedding light on specific challenges
faced in ML projects. Furthermore, the chapter delves into the ML life cycle,
outlining the stages of ML project development, from data collection to model
deployment and monitoring.

This chapter lays the groundwork for subsequent discussions on identi-

fying, assessing, and managing TD in ML.

2.2
Technical Debt

In software development, Ward Cunningham (CUNNINGHAM, 1992)
introduced the concept of TD, likening it to financial debt that allows for
faster initial development but incurs “interest" to be paid later. Accumulating
TD has far-reaching consequences.

According to Tom et al. (TOM; AURUM; VIDGEN, 2013), TD reduces
productivity by making maintenance and code modifications more challenging.
It can negatively impact developers’ morale, as they need to invest extra
effort in dealing with it. Over time, developers must repay the “interest" and
“principal” on the accrued debt to maintain their system.

Taking a minimally invasive approach is advisable to manage TD cost-
effectively, considering potential gains and losses. Most systems with TD are
already in operation and have a value that needs to be preserved. Dealing with
TD carries the risk of causing more harm than good.

In a systematic literature review, Alves et al. (ALVES et al., 2014)
gathered various types of TD. The primary focus here is on Code TD,
which concerns issues within the source code that hinder code readability

and maintenance. It’s typically addressed by improving coding practices and
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involves problems like code duplication and overly complex code structures, as
defined by Li et al. (LI; AVGERIOU; LIANG, 2015).

2.3
Technical Debt in Machine Learning Systems

Bogner et al. (BOGNER; VERDECCHIA; GEROSTATHOPOULOS,
2021), in their systematic mapping study based on 21 primary studies, iden-
tified four new types of TD that emerge in Artificial Intelligence(Al)-based
systems: data debt, model debt, configuration debt, and ethics debt. They
also noted that Al systems commonly use established TD types like infrastruc-
ture, architectural, code, and test debt. However, they may have Al-specific
aspects, such as managing and monitoring Al pipelines and models to mitigate
infrastructure debt.

Tang et al. (TANG et al., 2021) recognized a knowledge gap regarding
the evolution and maintenance of ML systems. They conducted a study across
26 projects, identifying seven new TD categories specific to ML, including
custom data types, duplicate feature extraction code, model code reusability,
unnecessary model code, model code comprehension, model code modifiability,
and duplicate model code. It was highlighted that duplication significantly
contributes to TD in ML systems, particularly in configuration and model
code.

Tang et al. also highlight that while traditional software developers
frequently use inheritance to reduce code duplication, the increasing popularity
of scripting languages, mostly used in ML systems, requires model code to be
written in an object-oriented manner. This transition poses challenges for ML
developers to incorporate inheritance effectively. Combating code duplication
debt, a common issue in ML code is crucial.

In line with this previous study, Cabral et al. (CABRAL et al., 2024)
provided evidence that the adoption of object-oriented design principles,
widely used to avoid TD in conventional software engineering, can improve
code understanding within the realm of ML projects, also enhancing the

maintainability of ML code.

2.4
Machine Learning Life Cycle

The Cross-Industry Standard Process Model for Data Mining (CRISP-
DM) (CHAPMAN et al., 2000) process model for data mining provides an
overview of the life cycle of a data mining project. It contains the phases of

a project, their respective tasks, and the relationships between them. The life
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cycle of a data mining project consists of six phases, as shown in Figure 2.1. The
sequence of the phases is not rigid. Moving back and forth between different
phases is always required. It depends on the outcome of each phase and which
phase or particular task has to be performed next. The arrows indicate the

most important and frequent dependencies between phases.

Business

< Data
Understanding Understanding

N\

~

Data
Preparation
N |

| l

Modeling

Deployment

Vo

Evaluation

Figure 2.1: Phases of the current CRISP-DM process model for data min-
ing (CHAPMAN et al., 2000)

In their study, Amershi et al. (AMERSHI et al., 2019) observed software
teams at Microsoft as they developed Al-based applications. They utilized a
comprehensive nine-stage workflow process, as Figure 2.2 illustrates, drawing
from their prior experiences in Al application development related to search,
natural language processing (NLP), and data science tools.

The nine stages fall into two main categories: data-oriented phases, which
involve data collection, cleaning, and labeling, and model-oriented phases,
including defining model requirements, feature engineering, model training,
evaluation, deployment, and monitoring. It’s worth noting that the larger
feedback arrows indicate that model evaluation and monitoring can lead to
a return to any of the earlier stages, allowing for iterative refinement. The
smaller feedback arrow suggests that model training may loop back to the
feature engineering stage in cases like representation learning.

Based on the previously mentioned nine ML life cycle stages presented
by Amershi et al. and the CRISP-DM industry-independent process model
phases (CHAPMAN et al., 2000), Kalinowski et al. (KALINOWSKI et al.,
2023) abstracted seven generic life cycle stages, as depicted in Figure 2.3.

The Data collection phase involves gathering the necessary information

and effectively collecting and analyzing the data to address the problems
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Figure 2.2: The nine stages of the ML workflow by Amershi et al. (AMERSHI
et al., 2019)

identified in the Problem Understanding and Requirements phase. These data
are typically, but not necessarily, organized in one or more databases, which
can be relational databases, Data Warehouses, Data Marts, or Data Lakes.
From there, ETL operations (Extraction, Transformation, Loading) can be
performed on the source data to prepare it for future model building.

The third stage, where Data Pre-Processing activities are carried out, is
the most time-consuming and laborious in a Data Science project, estimated to
consume at least 70% of the total project time. It may be necessary to remove
or complement missing data, correct or mitigate discrepant data (outliers) and
class imbalances, and select the most appropriate variables and instances to
compose the model(s) to be built in the next stage.

The fourth stage involves listing the possible and feasible models for
each type of problem, estimating the parameters that compose the models
based on the pre-processed instances and variables from the previous stage,
and evaluating the results of each model using metrics and a fair comparison
process.

Next, post-processing activities are carried out in the fifth stage: business
heuristics are combined with the adjusted models from the previous stage,
and a final evaluation is made, considering the strengths and difficulties
encountered in implementing each model.

Then comes the sixth stage, the presentation of results. It is recom-
mended to report the methodology adopted to address the solution to the
managers’ demands, compare the best model results with the current bench-
mark (if available), and plan the steps for implementing the proposed solution.

In the seventh stage, the focus is on qualitatively generating value
for the enterprise (e.g., listing operational and human resources gains) and
quantitatively (e.g., calculating ROI - Return on Investment).

In this work, similar to other recent research on the topic (e.g., (ALVES
et al., 2023), (ZIMELEWICZ et al., 2024)), we consider these generic life cycle

stages.
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Figure 2.3: Seven typical stages of the ML life cycle

2.5
Concluding Remarks

In conclusion, the exploration of TD within ML systems reveals the
multidimensional nature of TD accumulation and its implications throughout
the ML life cycle. By identifying and characterizing various types of TD specific
to ML, researchers and practitioners gain insights into the challenges posed by
code duplication, model complexity, and evolving ML workflows.

Understanding the nuances of TD in ML systems can enable more
informed decisions and developing proactive management strategies to mitigate
TD and ensure the long-term sustainability of ML projects. As ML continues
to advance and find applications across diverse domains, addressing TD
remains paramount for building resilient and dependable ML solutions that

can effectively meet the demands of real-world scenarios.



3
Compiling and Planning the Assessment of the Candidate
Issues

3.1
Introduction

This chapter outlines the methodology employed to compile the list of
issues that may lead to code-related TD in ML-enabled systems and the
planning of the focus group sessions to investigate the occurrence and relevance
of these issues. The preparation for the sessions is discussed, including creating

an interactive Miro board and defining the dynamics of the discussions.

3.2
Compilation of the Candidate Issues

Practitioners employ various operational strategies to tackle the chal-
lenges identified across the ML project life cycle. For instance, during the data
collection and pre-processing phases, data cleaning techniques are utilized, in-
cluding detection and handling of missing values and outliers, as well as data
normalization and standardization to ensure the required quality and consis-
tency for training models. Throughout model creation and training, practition-
ers employ cross-validation methods and model selection techniques to ensure
model generalization and adequate performance.

These operational approaches are crucial for ensuring the success and
sustainability of ML projects in the face of recurring challenges encountered
along the way. Gathering these common activities across different ML project
life cycle phases, Table 3.1 was developed. Even though not all are executed
in every ML project, they reflect typical activities ML practitioners conduct
throughout the project life cycle. It’s important to note that, when compiling
this list, the focus was not to confirm whether a specific issue leads to code-
related TD; rather, the main objective is to highlight which common tasks
executed along the way may accumulate TD and its relevance.

The table is structured with five columns: the first denotes the specific
phase in the ML life cycle, the second column describes the activity executed
during the development of an ML-enabled system, and the other three columns
represent categories of problems (e.g., Missing, Incomplete/Insufficient, or
Inappropriate/Wrong) inspired in the IEEE Standard for Software Anomalies
(IEEE..., 2010).
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The combination of the categories of problem names with the activity
generates what we term as issues, for instance, ‘Missing identifying outliers,
Incomplete/Insufficient identifying outliers, or Inappropriate/Wrong identify-
ing outliers’.

The principal objective of this table was to present it to experts to ensure
that these issues were relevant and to warn the ML teams while developing an
ML-enabled system.

Note that some of the combinations do not make sense in real-world
(e.g., Incomplete/Insufficient Rebalancing), so they were not considered, and
it is marked with an ‘x’ in Table 3.1. All possible combinations are marked
with an v/

By joining all, the final list with 34 candidate issues that may lead to

TD was ready to be presented to the experts to discuss.

Table 3.1: Issues that may lead to code-related TD in ML life cycle

Phase Activity Missing Incomplete/ Inappropriate/
Insufficient Wrong
Data .
collection Integrating correctly data v v v
Consuming correctly data v v v
Data pre- Identifying outliers v v v
processing
Selecting features when v v v
needed
Identifying missing values v v v
Rebalan.cmg (typically by v o v
resampling)
Removing inconsistent data
. . v v v
(remove the inconsistency)
Pre-processing scaling v v v
Model . .
creation and Testlng c.ar.lc.h.date algo- v v v
.. rithm possibilities
training
Spli.tting training/test/vali- v o Y
dation data
Hyperparameter tuning v v v
Model . Choosing evaluation metric = x v v
evaluation

Properly using methods for
evaluating a model’s perfor- X X v
mance
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3.3
Focus Group Main Goal and Scope

The main goal of the focus group sessions is to confirm if the identified
issues occur in practice and if they are perceived as relevant by practitioners in
terms of leading to TD through experts’ opinions. The GQM (Goal Question
Metric) definition template (BASILI; ROMBACH, 1988) is used to set this
goal as follows: Analyze the candidate list of issues that can lead to
ML code TD with the purpose of characterizing with respect to the
occurrence in practice and perceived relevance of the issues from
the point of view of ML experts in the context of developing ML

systems.

3.4
Focus Group Population

We employed a targeted sampling approach for our population of ML
experts to obtain more precise responses. Specifically, we selected participants
who were actively engaged in ML projects at ExACTa, Petrobras, and SER-
PRO.

The ExACTa (Experimentation-based Agile Co-creation initiative for
Digital Transformation) R&D laboratory at PUC-Rio has approximately 100
collaborators working with several industry partners.

Petrobras is a Brazilian public corporation that operates in an integrated
and specialized manner in the oil, natural gas, and energy industries, with
expertise in exploration and production. This company has approximately
40,000 employees.

SERPRO (Federal Data Processing Service) is a Brazilian public com-
pany providing information technology services. It is the Brazilian govern-
ment’s primary provider of technological solutions and currently employs ap-
proximately 10,000 staff members.

Our participant selection process was driven by convenience, as we had
direct access to these professionals. We extended invitations to individuals we
knew possessed relevant experience and were actively involved in developing

ML-enabled systems.

3.5
Focus Group Preparation

We used the online tool Miro! to create the virtual template, as depicted

in Figure 3.1. Leveraging this platform, we crafted an interactive board that

thttps://miro.com/
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streamlined the orchestration of the focus group session.

Phase Missing Incomplete/Insufficient Inappropriate/Wrong

ly data + integrating correct

tly data

Data collection

wwwwwwwwwwwww

<<<<<<<<<<<<<

Figure 3.1: Miro discussion template

The chart comprises four columns. The first indicates a phase of the ML
system life cycle. The other three columns represent categories of problems
(e.g., Missing, Incomplete/Insufficient, and Inappropriate/Wrong), as men-
tioned in Section 3.2. Within each cell is the typical activity alongside two
questions concerning its occurrence and relevance.

To streamline discussions, we employed the Likert scale (1- Disagree, 2-
Partially Disagree, 3- Not Sure, 4- Partially Agree, and 5- Agree) to assess
participants’ levels of agreement for the two questions posed for all candidate
issues. The first question was It may occur in practice, indicating the
likelihood of the issue leading to code-related TD. The second question was
I consider it relevant, indicating the relevance of TD resulting from the
issue, assuming it occurs.

Each participant was represented by a colored bullet, which allowed
them to move freely to their preferred answer on a Likert scale yellow box.
Additionally, a green box containing explanations was provided on the right-
hand side for clarity and to eliminate any uncertainties regarding the questions
posed. Moreover, the Miro platform enabled participants to comment by
adding light-yellow sticky notes to each proposed TD item. This collaborative
and interactive approach facilitated an in-depth and insightful discussion
during the focus group session.

A Participant Characterization Form was developed to gather informa-

tion on each participant, enabling a more accurate interpretation of the results.

3.6
Focus Group Session Dynamics

Following the recommendation of Menary et al. (MENARY et al., 2021)
for online focus-group sessions, we organized multiple sessions with limited
participants. To accommodate this, we divided the participants into two focus
group sessions based on availability and preferences.

The two remote focus group sessions took place via video conferences on
June 15, 2023, and September 22, 2023. The video conferences were held by
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2 and recorded to facilitate getting all relevant participants’

Zoom platform
comments. Both sessions were approximately 2 hours in duration.

These sessions included nine industry practitioners, with four partici-
pants in the first and five in the second. Additionally, two researchers served
as facilitators throughout both sessions.

The sessions were organized following the steps:

1. The Participant Characterization Form was distributed and filled by the

participants;

2. A brief presentation was included to provide participants with a clear
definition of TD;

3. Subsequently, the facilitators introduced the Miro board and how the
session would be conducted. They explained the approach that would be

taken during the discussions;

4. Finally, the facilitators proceeded to individually introduce each issue to

discuss and register the opinions and comments of the experts.

3.7
Concluding Remarks

This chapter detailed the methodology employed in conducting the focus
group sessions to investigate the relevance and occurrence of issues that
may lead to code-related TD in ML-enabled systems. Initially, 34 candidate
issues that could contribute to TD across various phases of the ML life
cycle were compiled. These issues were derived from analyzing typical tasks
in each phase and categorized into three main problem categories: Missing,
Incomplete/Insufficient, and Inappropriate/Wrong. The chapter also detailed
the preparations for the focus group sessions and the session dynamics. The

results will be described in the next chapter.

2https://zoom.us/
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Assessing and Refining the List of Candidate Issues

4.1
Introduction

In this chapter, we present the characterization of the participants
and the results obtained from the focus group sessions. To summarize the
discussions, we showcase the final votes from each session, provide visual
representations, and report expert comments to enhance the understanding

of the results.

4.2
Participant Characterization

Table 4.1 offers an overview of the participants’ backgrounds. As men-
tioned, the data for this table was gathered through an online Participant Char-
acterization Form via Google Forms and distributed to participants shortly
before the beginning of the focus group session. It was composed of four ques-

tions:

— Q1. What is your highest education level?

— Q2. How many years of experience do you have developing machine

learning-enabled systems?

— Q3. How many machine learning-enabled system projects have you

worked on?

— Q4. How do you classify your level of knowledge concerning technical
debt? (B: Beginner, M: Mid-level, A: Advanced)

Table 4.1: Participant Background Collected via Characterization Form

1° Session ‘ 29 Session

Participant P1 P2 P3 P4 P5 Pe P7T P8 P9

Q1 PhD MSc MSc MSc PhD MSc BSc BSc BSc
Q2 14 3 3 4 10 4 4 1 2
Q3 15 10 3 5 15 1 3 3 1

Q4 B M M M A B B M M
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As previously mentioned, we conducted two focus group sessions. The
first session included four participants, P1 to P4, while the second involved
five participants, identified as P5 to P9.

It’s noteworthy, as indicated in Table 4.1, that the recruited participants
are experienced data scientists, predominantly holding either an MSc or a

PhD in Computer Science.

To more objectively communicate our results, in the section 4.3, we
present the detailed analyses only for the data collection ML life cycle phase
issues. Similar analyses for issues of all other ML life cycle phases can be found

in Appendix A.

4.3
Issues of the Data Collection ML Life Cycle Phase

The presentation of results follows a structured approach: we enumerate
typical activities, offer examples, and detail the discussion and outcomes for
each candidate issue. During these discussions, we exhibit the final votes cast
in each session, offer visual representations, and incorporate expert comments
to enhance comprehension of the results.

The visual representation follows a Likert scale with the following colors:
dark red for disagree, light red for partially disagree, gray for not sure, light
green for partially agree, and dark green for agree.

Please note that the names of the issues were designated to make the
content more understandable to the reader, replacing the initial concatenated
name presented in the sessions solely to explain the main idea to the par-
ticipants. For example, the combined name Inappropriate/Wrong identifying
outliers was renamed to Inaccurate outlier detection.

The criteria for determining occurrence is if the majority of votes fall
between partially agree or agree. Regarding relevance, it is considered high if
the majority of votes are agree; otherwise, it is considered low. Additionally,
it’s worth noting that the median was used to determine the final result.

It is also important to mention that the final votes for each session can
be found in our open science repository Zenodo!. Here, to be concise, only the

aggregated picture is presented.

— Integrating data correctly - Example: When you have multiple
data sources (CSV, Excel sheets, SQL databases, NoSQL databases) to

integrate and create a unified data source.

Thttps://zenodo.org/doi/10.5281 /zenodo.10035700
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1. Missing data integration:
In the first session, the first question related to the occurrence; two
participants reported agreeing, one reported partially agreeing, and
one reported partially disagreeing. For the second question related
to relevance, two participants reported partially agree, one reported
partially disagree, and one wrote disagree.
In the second session, all participants indicated agreement in the
first question. One participant reported partial agreement about
the second question, while four fully agreed.
Participant P5 gave an example: "In the context of predictive mod-
els, a lack of data integration can lead to the absence of relevant
information for the model, hampering the achievement of high ac-
curacy. For example, in practice, a crucial explanatory column may
be missing, undermining the model’s ability to adequately capture
relationships between the available variables'.
Participant P8 reaffirmed the previous comment: "There will be a
possibility of future rework because, when evaluating the results,
it may be challenging to explain or find a justification for the
inadequate model due to the absence of a portion of the data’.
It becomes evident that, in the second session, as in the first session,
it was confirmed that it occurs in practice and can lead to code-
related TD. Its relevance, to varying degrees, is acknowledged, but
it can be classified as an issue of low relevance using the median.

Figure 4.1 illustrates the total for this issue.

%
Data Collecfion: Missing integrating correctly data - It may occurr in pratice

78% (7)
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Data Collection: Missing integrating correctly data -1 consider it relevant.
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Figure 4.1: Total - Missing data integration

2. Insufficient data integration:
In the first session, in both questions, all participants reported
agreeing.
In the second session, all participants agreed on the first statement.
In the second question, one participant reported partial agreement
and four reported agreement.
Participant P5 stated: "You can be unlucky not to consider an

important part of the data; on the other hand, you can also be lucky
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not to consider a part that isn’t so crucial”. After, gave an example:
"In one scenario, for instance, when building a model to predict
diesel prices, data scientists may have no idea which variables
influence diesel prices. It’s possible not to know whether a particular
piece of data is important or to be unaware of the existence of some
available data. This ultimately poses a challenge during the model
generation process". And then conclude: "It is possible that a lack of
understanding of the business and the available data can result in

insufficient data integration”.

Participant P7 argued: "I think it’s quite common and happens more
often than simply missing (the previous issue). You consider one
part later and then realize that something is missing. I believe it’s
more common than the first scenario because when you do nothing,

you immediately see that a step in the process is missing.".

Figure 4.2 provides a visual representation of the total for this issue,

leaving no doubt about its status as a highly relevant issue.

%
Data Collection: Incomplete/Insufficient integrating correctly data - It may occurr in pratice
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Figure 4.2: Total - Insufficient data integration

3. Improper data integration:

In both sessions, all participants reported agreement in response to

both questions.

Participant P6 provided an example from a project’s outset: "In my
team, we utilize a template that streamlines data integration. Before
adopting this approach, we encountered challenges as multiple team
members were tackling the same issue independently, resulting in

redundant efforts".

Participant P5 stated: "When data integration is done incompletely
or inadequately, considering that the machine learning model will
learn from this input data, it may not learn effectively, leading to
poor accuracy. However, the impact can be even worse, as the model

can learn incorrectly if data integration is done incorrectly’.

Upon analyzing the results from both sessions, Figure 4.3 unmis-

takably establishes the classification of this issue as highly relevant.
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Figure 4.3: Total - Improper data integration

— Consuming data correctly - Example: When you have a large unified

data source, consume only part of it.

1. Missing consuming data correctly:

In the first session, the first question about occurrence; two partic-
ipants reported partially disagreeing, one reported disagreeing, and
one said to be not sure. In the second question about relevance,
three reported disagreeing, and one participant reported partially
disagreeing.

Participant P1 expressed skepticism about the feasibility of contin-
uing development in this scenario, stating: "I do not see the possi-
bility of continuing development in this case" while Participant P2
asserted that "this is a crucial step missing; it would be a bug”.

In the second session, three participants reported disagreeing in the
first question, and one said to be unsure. In the second question,

one reported disagreeing, and four said were not sure.

Counting the votes from both sessions, it is evident that this issue

can be discarded.

2. Insufficient data consumption:

In the first session, the question about occurrence, one participant
reported partially agreeing, and three said agreeing. Regarding
the question about relevance, one participant reported partially
disagreeing, and three reported agreeing.

Participant P3 pointed out that ‘I disagree with this statement
because when data arrives incomplete, it is important to adopt
an approach that allows us to handle this gap efficiently. This
doesn’t necessarily lead to TD. It’s more a matter of recognizing
the situation and establishing a policy to address it. It doesn’t need
to become a problem automatically.

This is a challenge we often encounter, and we deal with it by filling
in the gaps by repeating the previous value, typically the standard

procedure, or by applying appropriate calculations for the situation”.



Chapter 4. Assessing and Refining the List of Candidate Issues 33

In the second session, all participants agreed regarding the first
question. In the second question, one participant reported partial
agreement, while four reported full agreement.

Participant P5 stated: "For me, this problem is very similar to
incomplete data integration, but there it involves columns, and
here it relates to rows. It’s a similar comment to the one I made
in Incomplete/Insufficient integrating data items correctly. If, by
chance, the most relevant lines are the ones I forgot, this could
potentially become a problem.".

Figure 4.4 illustrates the results from both sessions. Most partici-
pants reported full agreement, leading us to conclude that this issue

can be categorized as highly relevant.
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Figure 4.4: Total - Insufficient data consumption

3. Improper data consumption:

In the first session, in both questions, all participants reported
agreeing.

All participants agreed with the first statement about the occur-
rence during the second session. In the second question, one partic-
ipant reported partially agreeing, and four said agreeing.
Participant P8 cited a previous experience: "This has happened to
me. I used a different version of the dataset to compare it with
a model generated from another dataset. In theory, we wanted to
compare models built with the same dataset. When we evaluated the
performance, it was very poor. It wasn’t immediately obvious because
the model was working. I only realized much later when evaluating
the performance by comparing the models because it was very poor.
The comparison with the other model wasn’t a fair one’.

Since nearly all participants agreed with both statements and
accordingly by our focus group sessions, we can confidently conclude
that this issue can be classified as high relevance. The results are in

Figure 4.5.
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Figure 4.5: Total - Improper data consumption

As mentioned previously, we presented only the results of the data
collection ML life cycle phase issues above, and all other ML life cycle phase

issues can be found in Appendix A.

4.4
Synthesis of the Results

Table 4.2 provides a comprehensive list of issues that may lead to code-
related TD associated with typical activities throughout the development of
ML-enabled systems. These issues are categorized based on relevance and
occurrence across different ML life cycle phases.

Our study identified 34 potential issues (cf. Table 3.1), then refined to
30 through the focus group sessions. Among these, 24 were deemed highly
relevant, with particular emphasis on the data pre-processing phase, where 14
issues were considered highly relevant.

The results underscore the significance of code-related TD in ML systems,
highlighting challenges such as improper data integration, inaccurate feature

selection, and incorrect identification of missing values and outliers.

4.5
Concluding Remarks

The focus group sessions delved into identifying and assessing potential
code-related TD issues across various stages of the ML life cycle. The par-
ticipants highlighted critical concerns such as improper data integration and
consumption, insufficient data handling, and sub-optimal model training prac-
tices as significant contributors to code-related TD in ML-enabled systems. By
presenting a comprehensive list of these issues and their relevance levels, we
provide valuable insights for practitioners aiming to code-related TD in ML
systems, emphasizing the importance of proactive mitigation strategies. The

next chapter presents a more detailed discussion of the results.
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Table 4.2: Final result

Phase Issue Relevance

Data Collection Improper data integration High
Improper data consumption High
Insufficient data consumption High
Insufficient data integration High
Missing data integration Low

Data pre-processing Inaccurate feature selection High
Inaccurate missing value identification High
Inaccurate outlier detection High
Inaccurate pre-processing scaling High
Incomplete data removal High
Incomplete missing value identification High
Incomplete pre-processing scaling High
Incorrect rebalancing High
Missed features selection High
Missed identification of outliers High
Missed pre-processing scaling High
Not identifying missing values High
Not removing inconsistent data High
8lt%teerll;oving inconsistent data inappropri- High
Incomplete feature selection Low
Incomplete outlier identification Low
Missed rebalancing Low

Mo.de.zl creation and Ina'ppr(‘)priate splitting of training/test/- High

training validation data
Incorrect hyperparameter adjustment High
Neglected splitting training/test/valida- .
tion data High
Neglected hyperparameter adjustment High
Negl‘ec‘tt‘sc.l testing of candidate algorithm High
possibilities
Insufficient exploration of candidate algo-
rithm options Low
Suboptimal hyperparameter adjustment Low

Model evaluation

Suboptimal evaluation metric selection

High
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Discussion

5.1
Introduction

This chapter discusses the outcomes of the focus group sessions. Its
primary aim is to understand critical issues that may arise throughout the
ML system development life cycle, shedding light on their perceived relevance
and practical incidence.

First, we discuss the issues raised in each of the four ML life cycle phases
considered with issues presented to the practitioners. Thereafter, we address
each of the three main research questions. Additionally, we discuss the study’s
limitations and threats to validity.

The analysis presented in this research underscores the complexity and
importance of addressing code-related TD in ML systems. By examining
various phases of the ML life cycle, we identified a spectrum of potential issues
that could contribute to the accumulation of code-related TD, as illustrated
in Table 3.1. Our approach involved conducting two focus group sessions
with nine ML experts to validate their occurrence and relevance. Out of the
34 candidate issues raised, the ML experts narrowed it down to 30 issues
considered significant contributors to code-related TD, which were further
assessed on their relevance.

The results of the four ML life cycle phases with issues presented to the
practitioners are discussed hereafter. Each section presents a summary of the
collected data in the focus group sessions formatted in tables. These tables are
structured with three columns; the first column presents the names of the issues
presented to the participants during the focus group session. These names
are a combination of problem types (e.g., Missing, Incomplete/Insufficient,
or Inappropriate/Wrong) and concise activity descriptions (e.g., consuming
correct data), which were named issue. The second column contains a new
name for the issue to enhance clarity and comprehension. The third column
relates to the relevance of these problems, as discussed in each item. It is
important to mention that the quotes are the transcripts of the comments

from the ML experts extracted from the sessions.
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5.2
Data Collection Phase

During the data collection phase, we observed that improper data inte-
gration and insufficient consumption could compromise the quality and relia-
bility of resulting ML models. These challenges may arise due to inadequate
planning or negligence in assessing the data quality. Furthermore, the lack
of effective identification and treatment of missing values can distort model
outcomes, leading to erroneous decisions.

There was a debate regarding the importance of proper data integration
during the discussions on the data collection phase. Participant P5 emphasized
this point by providing an illustrative example: “In the context of predictive
models, a lack of data integration can lead to the absence of relevant informa-
tion for the model, hampering the achievement of high accuracy. For example,
in practice, a crucial explanatory column may be missing, undermining the
model’s ability to adequately capture relationships between the available vari-
ables.”

Another significant discussion point was about insufficient data consump-
tion. Participant P3 shared insights from their experience, stating, “I disagree
with this statement because when data arrives incomplete, it is important to
adopt an approach that allows us to handle this gap efficiently. This doesn’t
necessarily lead to TD. It’s more a matter of recognizing the situation and
establishing a policy to address it. It doesn’t need to become a problem auto-
matically.”

Table 5.1 summarizes the final result of the Data Collection Phase.

Table 5.1: Final result for Data Collection

Focus groups issue name Final issue name Relevance
Inappropriate/Wrong  consuming Improper data consumption High
correctly data

Inappropriate/Wrong  integrating Improper data integration High
correctly data

Incomplete/Insufficient consuming Insufficient data consumption High
correctly data

Incomplete/Insufficient integrating Insufficient data integration High
correctly data

Missing integrating correctly data Missing data integration Low
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5.3
Data Pre-Processing Phase

Many issues surfaced in the data pre-processing phase, ranging from fea-
ture selection to outlier detection, rebalancing, and data removal. Participants
emphasized the critical importance of accuracy in these steps to ensure the
quality of input data and, consequently, the effectiveness of ML models. Their
insights shed light on the potential pitfalls and consequences of oversight in
various aspects of data pre-processing.

There were discussions about the importance of identifying outliers to
ensure accurate results, with Participant P3 emphasizing the risks of skipping
this step. He mentioned, “It’s an important step not to skip. Depending on
the model you intend to use, it can significantly affect its outcome, potentially
ruining your results”. However, incomplete or inaccurate outlier identification
was also discussed, with participant P7 highlighting the challenges of revisiting
this stage after model development. He exemplified: “It’s possible to add more
columns even after that stage. For example, if you return to the data collection
phase, you might forget to adapt the code to test the new columns.”

Feature selection emerged as another focal point, with participants’
insights highlighting this process’s iterative nature. Participant P1 underscored
the importance of revisiting feature selection to enhance model performance,
while Participant P5 pondered the potential impacts of incomplete feature
selection. He stated, “Most feature selection is already performed by most ML
algorithms by design, so not doing it is not necessarily a problem.”

These conversations underscored the complexity of data pre-processing in
ML model development and the need for careful approaches to avoid potential
code-related problems.

Table 5.2 summarizes the final result of the Data Pre-Processing Phase.

5.4
Model Creation and Training Phase

When creating and training ML models, we emphasized the importance of
proper division of training, testing, and validation datasets and careful hyper-
parameter tuning. Errors at these stages can lead to underfitted or overfitted
models, undermining their ability to generalize to new data. Additionally, the
lack of adequate testing of candidate algorithms can result in the selection of
sub-optimal models.

Participants discussed various issues in this phase, including neglected
testing of candidate algorithm possibilities. Participant P7 highlighted scenar-

ios where outstanding initial results might lead to the neglect of exploring
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Table 5.2: Final result for Data Pre-processing
Focus groups issue name Final issue name Relevance

Incomplete/Insufficient identifying Incomplete missing value identifi- High
missing values cation

Incomplete/Insufficient pre- Incomplete pre-processing scaling High
processing scaling

Incomplete/Insufficient  removing Incomplete data removal High
inconsistent data

Inappropriate/Wrong identifying Inaccurate missing value identifica- High
missing values tion

Inappropriate/Wrong  identifying Inaccurate outlier detection High
outliers

Inappropriate/ Wrong pre- Inaccurate pre-processing scaling High
processing scaling

Inappropriate/Wrong rebalancing Incorrect rebalancing High
Inappropriate/Wrong removing in- Removing inconsistent data inap- High
consistent data propriately

Inappropriate/Wrong selecting fea- Inaccurate feature selection High
tures when needed

Missing identifying missing values Not identifying missing values High
Missing identifying outliers Missed identification of outliers High
Missing pre-processing scaling Missed pre-processing scaling High
Missing removing inconsistent data  Not removing inconsistent data High
Missing selecting features when Missed features selection High
needed

Incomplete/Insufficient identifying Incomplete outlier identification Low
outliers

Incomplete/Insufficient selecting Incomplete feature selection Low
features when needed

Missing rebalancing Missed rebalancing Low

other algorithm options. Similarly, insufficient exploration of candidate algo-
rithms was mentioned, with participant P5 emphasizing the need to prioritize
the most relevant algorithms given the limitations of testing all possibilities.
These discussions underscored the importance of thorough exploration to iden-
tify the most suitable algorithms for the given problem.

Furthermore, issues related to splitting training, testing, and validation
data were addressed. Neglecting this division was deemed highly relevant,
with Participant P3 stating, “It doesn’t make much sense to a data scientist.
It is a basic premise.” Inappropriate data splitting, especially in time series
analysis, was also highlighted as a significant concern. Participant P3 provided
an example illustrating how random data splitting could compromise the

essence of time series data analysis. These comments emphasized the need for
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careful consideration of data-splitting methods to preserve essential patterns
and behaviors in the data.

Table 5.3 summarizes the final result of the Model Creation and Training
Phase.

Table 5.3: Final result for Model Creation and Training

Focus groups issue name Final issue name Relevance
Inappropriate/Wrong  hyperpa- Incorrect hyperparameter adjust- High
rameter tuning ment

Inappropriate/ Wrong splitting Inappropriate splitting of train- High

training/test/validation data ing/test/validation data

Missing hyperparameter tuning Neglected hyperparameter adjust- High
ment

Missing splitting training/test/- Neglected splitting training/test/- High

validation data validation data

Missing testing of candidate algo- Neglected testing of candidate al- High

rithm possibilities gorithm possibilities

Incomplete/Insufficient hyperpa- Suboptimal hyperparameter ad- Low

rameter tuning justment

Incomplete/Insufficient testing of Insufficient exploration of candi- Low
candidate algorithm possibilities date algorithm options

5.5
Model Evaluation Phase

In the model evaluation phase, the need to select appropriate evaluation
metrics that accurately capture the model’s performance against project
objectives was shown. Inappropriate metrics can lead to misconceptions about
the model’s effectiveness and erroneous or sub-optimal decisions.

For instance, suboptimal evaluation metric selection can result in insuf-
ficient metrics that fail to provide adequate insights into model performance.
Participant P1 highlighted this issue by presenting an example of an alarm
system where using the wrong metric could lead to overlooking critical as-
pects. Similarly, inappropriate or wrong selection of evaluation metrics can
further exacerbate this problem, potentially leading to unsuitable assessments
of model performance. Participant P4 provided an example of using a regres-
sion metric to evaluate a classification problem, illustrating the misalignment
between the chosen metric and the problem type.

Ultimately, the discussions underscored the importance of aligning eval-
uation metrics with project objectives to ensure accurate assessments of model
performance and informed decision-making.

Table 5.4 summarizes the final result of the Model Evaluation Phase.
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Table 5.4: Final result for Model Evaluation

Focus groups issue name Final issue name Relevance

Incomplete/Insufficient choosing evalu-  Suboptimal evaluation metric High
ation metric selection

In short, our research shows it’s important to deal with code-related TD
issues throughout the ML process. We must manage our data well, plan care-
fully, and test our models thoroughly to ensure they work properly in real
situations. Addressing these issues early in the development cycle and imple-
menting robust TD management strategies can strengthen the reliability and
efficiency of ML applications, fostering greater trust and usability across vari-
ous domains. Furthermore, the outcomes of this study lay the groundwork for
further research into tailored TD mitigation approaches, ultimately advancing

the reliability and effectiveness of ML applications in real-world settings.

5.6
RQ1. What are potential issues that could lead to ML code TD?

To address this question, Table 3.1 which maps fourteen key activities
along the ML system life cycle phases. These activities are typical tasks that
developers may execute during routine tasks throughout the life cycle of an
ML system. Associating them with problem types (Missing, Incomplete/In-
sufficient, Inappropriate/Wrong). It resulted in 34 identified candidate issues.
Some specific issues, such as emphlncomplete/Insufficient rebalancing, were
excluded from the final list due to lack of practicality.

No ML code-related issues were identified in the Problem Understanding

and Requirements, Model Deployment, and Model Monitoring phases.

5.7
RQ2. Do the identified issues occur in practice?

To assess whether the issues occur in practice, we conducted two focus
group sessions with nine experts (4 in the first and 5 in the second). This was
done to assess each issue’s occurrence and evaluate its relevance. According to
the ML experts, a total of 30 out of the 34 potential issues were considered to
occur in practice and potentially lead to TD.

Find in 4.4 the synthesis of results.
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5.8
RQ3. Are the issues perceived as relevant by practitioners in terms of
leading to TD?

Overall, 24 out of the 30 issues that occur in practice and may lead
to technical debt were perceived as highly relevant. Figure 5.1 illustrates the
number of issues per ML life cycle phase, and Figure 5.2 summarizes these

numbers.

Problem Model
Understanding Data Data ¢ P Model Model
and Collection Pre-Processing e Deployment Monitoring
Requirements

Numbers of issues per phase

[
0 5 10 15

Figure 5.1: Heat map of numbers of issues per phase

Data collection Data pre-processing Model creation and training  Model evaluation
High: 4 High: 14 High: 5 High: 1
Low: 1 Low: 3 Low: 2 Low: -

Figure 5.2: Number of issues per phase

It is possible to observe that, during the data collection phase, four of
the five issues that can lead to code-related TD in the focus group sessions
were designated as high-relevance, and one was classified as low-relevance. In
the data pre-processing phase, 14 of the 17 issues identified were established
high relevant, while the remaining three were categorized as low relevant. In
the model creation and training phase, seven issues were split into five high-
relevant and two low-relevant categories. Lastly, the sole issue identified in the

model evaluation phase was highly relevant.

5.9
Limitations and Threats to Validity

One limitation of our study is the possibility of unintentionally omitting
critical ML code-related issues not addressed in our initial list (Table 3.1).

In this line, participants indicated the absence of certain issues during
both focus group sessions. In the first session, they specifically mentioned topics
such as model deployment and consumption, service orchestration, package
versioning, and package dependencies, which could contribute to ML code
TD. In the second session, they mentioned issues such as incorrect model
finalization for production preparation (failure to train with all data) and

failure to normalize required data during model usage in production.
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A possible threat to validity is the potential for majority influence
during discussions, wherein a participant may be swayed by the majority
vote in moments of doubt. To mitigate the potential impacts of this threat,
we conducted two independent sessions, selected qualified professionals, and
moderated and recorded the sessions.

Another threat to validity concerns the number of participants and the
number of focus group sessions. Notably, it is suggested to plan online focus
groups with fewer participants than face-to-face focus groups (MENARY et al.,
2021), with four considered appropriate (MATTHEWS; BAIRD; DUCHESNE,
2018). Considering this, we organized our two focus group sessions with
four and five participants, respectively. Still, we know that more than two
focus group sessions are needed to reach generalizable findings. Unfortunately,
identifying teams with experience and willing to collaborate with academia is
not a trivial task. Therefore, conducting new focus group sessions is part of

future work.

5.10
Concluding Remarks

This chapter discussed the outcomes of our study, which focused on
evaluating potential issues leading to code-related TD in ML-enabled systems.
The validation process, conducted through two focus group sessions, provided
valuable insights into the occurrence and relevance of these issues. We discussed
the results for each ML life cycle phase. Additionally, we addressed the
three research questions of this dissertation, shedding light on the systematic
identification, practical occurrence, and perceived relevance of these issues by
practitioners. Furthermore, we discussed the limitations and threats to validity,

offering valuable considerations for future research endeavors.
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Conclusion

6.1
Contributions

Sculley et al. (SCULLEY et al., 2015) shed light on the relationship be-
tween TD and ML-enabled systems. Bogner et al. (BOGNER; VERDECCHIA;
GEROSTATHOPOULOS, 2021) identified four new types of TD that emerge
in Al-based systems. Additionally, Tang et al. (TANG et al., 2021) introduced
seven distinct TD categories relevant to ML, focusing on custom data types.
However, substantial research gaps exist in identifying issues that lead to TD
in ML code.

This study compiled and assessed a list of potential issues that can lead to
code-related TD in each ML system life cycle phase. The methodology involved
establishing a list of issues related to typical activities during the ML life cycle
phases and assessing their occurrence and relevance through industry feedback
in focus group sessions. This comprehensive approach provided a nuanced and
insightful understanding of relevant issues leading to code-related TD in ML
systems.

Throughout the study, a list of 34 potential issues that could lead to
code-related TD in ML systems was compiled. These issues were refined into 30
consolidated issues through focus group sessions. It’s worth noting that during
the data pre-processing phase, 17 issues were identified, with 14 considered
highly relevant. In the data collection phase, four issues were identified as
highly relevant. The model creation and training phase revealed five highly
relevant issues and one highly relevant in the model evaluation phase.

Hence, the data pre-processing phase was the most critical one, deserving
particular attention to avoid ML code TD. We believe that the compiled list
can help to raise awareness of issues to be addressed throughout the ML life

cycle to minimize TD, helping to improve the maintainability of ML systems.

6.2
Future Work

While this study focuses exclusively on ML code-related TD, we acknowl-
edge the existence of other forms of TD that are also relevant to ML systems.
Therefore, additional studies could be conducted focusing on these other forms

of TD. Furthermore, in this dissertation, we focused on quantitative and qual-
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itative analyses. A new study focused on a more in-depth qualitative analysis
could bring additional insights.

Furthermore, our investigations of the issues leading to ML code-related
TD involved conducting two focus group sessions. Additional investigations
using other empirical strategies (e.g., experimental studies) could be conducted

to refine the list further and strengthen our findings.
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Appendix

The results of the data collection phase can be analyzed in session 4.

Herein, the results of other phases can be found, as previously mentioned.

Al

Issues of the Data Pre-processing ML Life Cycle Phase

— Identification of outliers - Example: An outlier is an observation

that significantly deviates from the typical or expected values within
a random sample from a population. These atypical observations can
be either unusually high (positive outliers) or unusually low (negative
outliers) compared to most data points in the sample. Outliers can distort
statistical analyses and may indicate potential errors or interesting
patterns in the data. Identifying and handling outliers is an important

step in data analysis to ensure the accuracy and reliability of your results.

1. Missed identification of outliers:

In the first question, regarding the occurrence, all participants
reported agreeing. Regarding relevance, two participants reported

partial agreement in the second question, and two said they agreed.

Participant P3, referring to one of the previous issues, "Missing
consuming data correctly’, where it was emphasized that skipping
is not advisable, mentioning that one might consider cutting it
to save time, thinking it wouldn’t significantly impact and, for
instance, skipping the step of searching for outliers to build the
model more quickly. However, this is quite serious because it can
greatly influence the results. P3 said: "It’s not a good step to miss.
Depending on the model you intend to use, it can significantly affect
its outcome, potentially ruining your results. You deal with later
stages, trying to improve when the error was in the step you skipped.

I mentioned that it could be a serious issue’.

In the second session, in the first question, one participant reported
partially agreeing, and four agreed. In the second question, two
participants reported partially agreeing, and three said agreeing.

Figure A.1 shows that despite not having unanimous agreement
regarding its existence and relevance in both sessions, we can

categorize this issue as highly relevant.
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Data pre-processing. Missing identifying outliers - It may occurr in pratice
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Figure A.1: Total - Missed identification of outliers

2. Incomplete outlier identification:

In the first session, all participants agreed on the question about
occurrence. Regarding the question about relevance, all participants
reported partially agreeing.

In the second session, the first question regarding occurrence, one
participant reported partially agreeing, and four agreed. In the
second question, regarding relevance, two participants reported

partially agreeing, and three said agreeing.

Participant P7 exemplified: "It’s possible to add more columns even
after that stage. For example, if you return to the data collection

phase, you might forget to adapt the code to test the new columns”.

Figure A.2 summarizes the consensus between the two sessions,

making this issue less relevant.
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Figure A.2: Total - Incomplete outlier identification

3. Inaccurate outlier detection:

All participants agreed on the first question about occurrence in
the first session. In the second question, regarding relevance, one

participant reported partially agreeing, and three said agreeing.

During the second session, all participants unanimously agreed with
both questions.

Participant P6 provided feedback on your interpretation of this
matter: "An example of this situation would involve considering
an extended timeline. At a certain point, there was a shift in the
behavior of the data, causing it to deviate from the established

standard range. Consequently, we excluded this data, even though
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it merely represented a change in data behavior and should not have

been classified as outliers”.

Figure A.3 shows the consensus between the two sessions in affirm-

ing the significance of this issue as highly relevant.
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— Selecting features when needed - Example: Feature selection is
a crucial technique that carefully chooses a subset of input variables
for your model while retaining only the most relevant information and
eliminating noisy or less important data. This process enhances model

performance and clarity.

1. Missed features selection:

In the first session, all participants reported to agree in the first

question. In the second question, all participants reported agreeing.

In the second session, the question about occurrence, two partici-
pants reported partially disagreeing, one not sure, and two agreeing.
Regarding the question about relevance, two participants reported

agreeing, and three were not sure.

Participant P5 stated: "Most feature selection is already performed
by most ML algorithms by design, so not doing it is not necessarily
a problem. On the other hand, there are performance concerns. In
requirements engineering, unmet non-functional requirements can
be more problematic than those. For instance, if the application
becomes too slow, it may not be used, and in this case, it can be

a significant issue’.

Despite a divided vote, with some participants marking "not sure"
for both questions, the prevailing sentiment is that this issue can
be classified as highly relevant. This outcome is further illustrated

in Figure A 4.
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2. Incomplete feature selection:

In the first session, all participants reported agreeing partially on
the question regarding occurrence. Regarding the question about
relevance, one participant reported partially disagreeing, and three
reported partially agreeing.

Participant P1 mentioned that ‘Incomplete, to me, means the
following: I have warious approaches to feature selection. In the
project I am working on, it’s common for us to quickly create an
initial version of the model to deliver it. Later, we refined and
adjusted this model as we gained more knowledge about the problem.
This can happen through data analysis or discussions with experts
in the problem domain. There are several stages involved, and this

constitutes a cycle.

Sometimes, we backtrack and discover that we have more data that
wasn’t provided to us previously. Within these stages of feature
selection, one of them is especially important. We start with a
specific selection and build a solid model. Then, we evaluate another
selection that makes sense, analyze the importance of variables, and
remove some of them to improve the models. This is done to expedite

the initial delivery and then evolve from there.

The key point is that, in certain cases, people may not realize that the
initial approach was insufficient, and later on, it may be necessary
to revisit this stage to enhance the model".

Participant P3 said: "I think “incomplete’ is a business decision, de-
pending on whether it’s worth investing more time in improvements
or if the result is satisfactory enough. Not executing is a problem.
The results of doing incomplete could probably improve later. Doing
something wrong is always an issue, such as, for example, excluding
an important variable."

During the second session, in both questions, two participants
reported partial agreement, one agreed, and two reported being

unsure.
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Based on the findings from the two focus group sessions, shown in
Figure A.5, this issue can be categorized as low relevant as most

voters cast partially agree votes.
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3. Inaccurate feature selection:
In both sessions and questions, all participants reported agreeing.

Participant P1 mentioned that 'Visualizing and identifying the
problem can be challenging; it often requires time for debugging and
comprehension.” Participant P3 affirmed the previous comment:
"This happened to me when the variables had similar names. One
ended in ‘31,” and I mistakenly used the one ending in '33.” I spent
quite some time trying to figure out why my model wasn’t producing

coherent results. It was frustrating”

In the second session, Participant P6 shared an experience: "This
happened to me while working on a model. We had a variable for
which we were missing data for an extended period, resulting in
the loss of half of the information. We decided to remove this
variable for that reason. However, when we presented the model
to the stakeholders, we discovered that this variable was the most

crucial .

Participant P5 agreed and added another example: " I've seen this
happen before. We had around 150 columns, and we would ask
the stakeholders to determine which ones were important. Still,
we performed a preliminary cleanup to ensure they got all the
information. However, during this cleanup, we removed about 100
columns. Out of those 100 pulled, approrimately 30 of them should
have been kept. We were trying to help but ended up causing more
harm than good'.

Figure A.6 depicts unanimous agreement between the two sessions
regarding the occurrence and relevance of this issue as highly

relevant.
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— Identifying missing values - Example: Missing data refers to the
absence of values or information for certain variables within a given
dataset.

Participant P1 provided an illustrative example of a typical approach
when dealing with this topic before the participants of the first session
started to discuss the first issue: "For instance, in the context of a
regression problem, it’s common practice to perform a process known as
form filling, if the project’ schedule permits. This often arises when there
are numerous gaps in the dataset. However, in certain situations where
we are confident that a specific variable remains relatively stable over a

given time frame, we can propagate the preceding value as a solution’.

1. Not identifying missing values:

In the first session, regarding the question about occurrence, three
participants reported partially disagreeing, and one wrote partially
agreeing. Regarding the question about relevance, one participant

reported disagreeing, and three reported partially disagreeing.

Participant P2 stated: "When confronted with missing data mis-
takes, you typically have two scenarios: leave it unaddressed (miss-

ing) or handle it incorrectly. Rarely do you manage it incompletely".

Participant P3 stated: "It has happened to me that we needed to
create a model, and I tried to do it, skipping this step. I had to
backtrack because I couldn’t progress, and I stopped. Therefore, in
this sense, no TD was generated because it was not completed; hence,
it does not fall into the category of TD".

In the case of this proposed issue, all participants agreed unani-
mously on both questions in the second session.

Despite the diversity of the votes, the median leads us to conclude

that this issue can be considered highly relevant, as shown in Figure

AT
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Data pre-processing: Missing identifying missing values - It may occurr in pratice

39 33% (3) 56% (5)

(o) %0
(0) %0
(%L

Data pre-processing: Missing identifying missing values - | consider it relevant:

w
(%L

33% (3)

(o) a0

56% (5)

— (gIm0

Figure A.7: Total - Not identifying missing values

2. Incomplete missing value identification:
In the first session, the first question, two participants reported
disagreeing, and two reported partially agreeing. In the second
question, two participants disagreed, and two reported partially
agreeing.
In the second session, all participants agreed on both questions.
Participant P5 emphasized: "Overall, a problem resulting from a
step performed incompletely is challenging to identify because it can
give the impression that it was both done and not done. In this
case, perhaps pair programming can be helpful, as your partner may
be able to spot this issue more easily. Having a checklist of steps is
also very helpful".
Participant P7 exemplified: "Another example would be when values
of 0 are considered empty, but in some cells, the value is -1, which
has also been treated as empty. Addressing only the 0 values and not
handling the -1 would be an incomplete approach”.
In this focus group session, based on the data presented in Figure

A.8, it is reasonable to categorize this issue as highly relevant.
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3. Inaccurate missing value identification:
In the first session, in both questions, all participants reported
agreeing.
Participant P1 expressed: "Usually when you encounter problems,
you start looking at the end of the whole process. You ques-
tion whether the model is performing well, if the model’s hyper-

parameters are properly tuned, and if the chosen technique is the
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best option. Having to go back to the pre-processing stage can be
quite challenging. So, any incorrect step in the pre-processing phase
that needs correction should be taken seriously, as it can have seri-
ous repercussions’”.

Participant P2 affirmed what P1 said: "The issue here is that
processes are functional, which means things are working; however,
the outcomes achieved are not optimal, and it’s challenging to
identify the root causes precisely’.

Participant P3 said: "Imagine a form which primarily accepts text
inputs. For instance, in the address field, someone entered "none."
While there is no missing data, the provided value seems irrelevant.
It would have been important to recognize and address this inconsis-
tency, which was disregarded’.

In the second session, in both questions, all participants reported
agreeing.

All possible votes were in complete agreement regarding the occur-
rence and its relevance, and this issue can be categorized as highly

relevant, as shown in Figure A.9.
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— Rebalancing (typically by resampling) - Example: Resampling is
a technique that entails iteratively drawing samples from the training
dataset, which can be done to address issues like imbalanced data or to

improve the robustness of a machine learning model.

1. Missed rebalancing (typically by resampling):
In the first session, all participants reported partially agreeing with
both questions.
In the second session, four participants reported agreeing, and one
was unsure about the first question. Three participants reported
partially agreeing, and two agreed with the second question.
Participant P7 argued: "Depending on the dataset, this may not be

such a relevant issue”.
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Participant P5 completed saying: "If you don’t perform resampling
but use appropriate evaluation metrics, it may not be considered as
a TD."

Although there is divergence regarding the severity of occurrence
and relevance, to some degree, all voters agreed that this issue is

low relevant, as shown in Figure A.10.
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Figure A.10: Total- Missed rebalancing (typically by resampling)

2. Incorrect rebalancing:
One participant reported partially agreeing in the first session, and
three agreed with the first question. One participant reported par-
tially disagreeing, two reported partially agreeing, and one agreed
with the second question.
Participant P1 remarked: "Upon recognizing the error, it becomes
necessary to revisit the data distribution and conduct an exploratory
analysis. It’s crucial to understand why no results are being found,
especially when limited data of this type is available for training. In
other words, there’s an investigation needed to discover the error.
Debugging is always a bit frustrating.".
In the second session, all participants agreed on both questions.
Participant P5 concluded: "It can significantly result in generating
incorrect data for training’.
The final result can be analyzed in Figure A.11, and as a result,
in these focus group sessions, this issue can be classified as highly

relevant.
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Figure A.11: Total - Incorrect rebalancing

- Removing inconsistent data (remove the inconsistency) - Exam-

ple: Initial text pre-processing includes tasks such as eliminating white
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spaces and standardizing capitalization to address inconsistencies in the
text data.

1. Not removing inconsistent data:

In the first session, in the first question, all participants reported
partially agreeing. Three participants reported partially agreeing
with the second question, and one said agreeing.

Participant P1 mentioned a previous experience: "In one of the
projects, a situation arose where, following the technical manual,
values were identified that didn’t make sense when the variables were
analyzed together. It was necessary to perform a manual analysis to
address this inconsistency, as it couldn’t be resolved through code.
An expert in the domain had to alter the data directly’.

In the second session, all participants unanimously agreed on both
questions.

Participant P5 provided an example related to image recognition:
"This issue won’t lead to coding rework but will necessitate redoing
all the training steps. Consider, for example, if you’re working with
images, and a single training cycle takes five days. If you overlook
this step, intentionally or unintentionally, you’ll have to undergo
the entire training process again, which could pose a substantial
problem”.

The outcome can be analyzed using Figure A.12, providing consis-

tency to assert that this issue can be classified as highly relevant.
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Figure A.12: Total - Not removing inconsistent data

2. Incomplete data removal:
In the first session, three participants reported partially agreeing,
and one said agreeing in the first question. All participants reported
partially agreeing with the second question.
During the second session, all participants voted in agreement on
both questions.
Participant P5 exemplified this item: "I have an interesting example

of a diabetes dataset I've worked with. In this dataset, when values
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are missing, or columns are blank, they are filled with zeros. How-
ever, if you’re unfamiliar with what each column represents, this can
lead to misinterpretations. For instance, consider a column repre-
senting blood pressure; it’s clear that a blood pressure of zero doesn’t
make sense. Imagine someone unfamiliar with the medical specifics,
assuming zero is a valid value for blood pressure. This underscores
the importance of deeply understanding the domain of the data you

are working with'.

Total outcome refers to Figure A.13 for a detailed analysis. Based

on this, we can categorize it as highly relevant.
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Figure A.13: Total - Incomplete data removal

3. Removing inconsistent data inappropriately:

In the first session, regarding the question about occurrence, two
participants reported partially agreeing, and two said agreeing.
Regarding the question about relevance, all participants reported
agreeing.

In the second session, all participants agreed on both questions.

Participant P5 made a brief comment: "This scenario is quite
problematic, as the improper removal of inconsistent data can lead

to the loss of critical information for training”.

This issue can be categorized as highly relevant since all participants
agreed on its relevance. For a more comprehensive analysis of the

overall results, follow Figure A.14.
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Figure A.14: Total - Removing inconsistent data inappropriately

— Pre-processing scaling - Example: For instance, employing normal-

ization, standardization, and logarithmic transformation.
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1. Missed pre-processing scaling (e.g., normalization, stan-

dardization, logarithmic transformation):

In the first session, in the first question, three participants reported
partially agreeing, and one said agreeing. In the second question,
two participants reported partially disagreeing, one partially agree-
ing, and one agreeing.

At this point, Participant P2 argued: "I realize that identifying T'D
in experimentation activities is quite abstract, mainly because there’s
always room for improvement. Fven reaching an optimal solution
s possible, but it’s legitimate to question why we tested only two
possibilities. Why didn’t we test three, four, or as many possibilities?
It’s more about an opportunity for improvement”.

Participant P1 continued saying "Ezactly, it’s an opportunity for
improvement, and there is a limit to how much you should keep
trying to enhance it. What’s important is to consider the cost-benefit
of continuing to invest in it".

In the second session, all participants unanimously agreed on both
questions.

A more in-depth analysis of the final result in Figure A.15 high-
lights that, although there may be differing opinions regarding its
relevance, there is no question about its occurrence. Based on that,

we can categorize this issue as highly relevant.
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Figure A.15: Total - Missed pre-processing scaling

2. Incomplete pre-processing scaling (e.g., normalization,
standardization, logarithmic transformation):
All participants reported partially agreeing with the first question
in the first session. Two participants reported partially disagreeing,
and two partially agreeing with the second question.
In the second session, all participants unanimously agreed on both
questions.
Participant P5 said: "You dont necessarily need to normalize all

numeric columns. You can choose to normalize just a few. For ex-
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ample, you might normalize a salary column with a wide range of
values while leaving others unnormalized. However, if you acciden-
tally overlook the column that should be normalized, it can lead to
poor results, and you might mistakenly believe that you have the best
possible model”.

A more detailed examination of the outcome in Figure A.16 reveals
that, despite differing opinions on its relevance, there is no doubt
about its occurrence. We can categorize it as highly relevant using

the median.
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Figure A.16: Total - Incomplete pre-processing scaling

3. Inaccurate pre-processing scaling (e.g., normalization,
standardization, logarithmic transformation):
In the first session, in both questions, all participants reported
agreeing.
Participant P1 gave an example: "A simple ezample of incorrect
scaling is to apply it to the training set, and then apply it incorrectly
to the test set. This is quite wrong and a common example. Another
example is applying one approach to the training set and a different
one to the test set or swapping columns and rows".
One participant reported partial agreement in the second session,
while four fully agreed in the first question. Similarly, one partici-
pant reported partial agreement for the second question, and four
fully agreed.
Participant P5 said: "In an example where, instead of standardiza-
tion, normalization was applied, machine learning algorithms have
mechanisms to identify associations, which can mitigate problems.
Although this is not the most appropriate approach (normalizing
instead of standardizing), it is at least addressed in some way. Doc-
umenting the decisions you make is always a good practice, as it can
facilitate the process if, by any chance, you need to return to this
stage”".
There is nearly unanimous consensus regarding its existence and

relevance. For a more detailed examination of the final results,
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please consult Figure A.17. We can categorize this issue as highly

relevant based on these facts.
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Figure A.17: Total - Inaccurate pre-processing scaling

A.2
Issues of the Model Creation and Training ML Life Cycle Phase
— Testing candidate algorithm possibilities - Example: For Classifi-

cation, regression, clustering, and association algorithms.

1. Neglected testing of candidate algorithm possibilities:
In the first session, in the first question, three participants reported
partially agreeing, and one said agreeing. In the relevance question,
one participant reported partially agreeing, and three reported
agreeing.
In the second session, all participants agreed on both questions.
Participant P7 said: "An example that comes to mind in this regard
is when someone achieves such an outstanding result right from the
start that they don’t explore other possibilities”.
The final results depicted in Figure A.18 unmistakably establish
that this issue, in alignment with these focus group sessions, can be

classified as highly relevant.
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Figure A.18: Total - Neglected testing of candidate algorithm possibilities

2. Insufficient exploration of candidate algorithm options:
In the first session, the first question, two participants reported
partially agreeing, and two said agreeing. In the second question,
two participants reported partially disagreeing, and two reported

partially agreeing.
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In the second session, three participants reported partially agreeing,

and two agreed with both questions.

Participant P5 explained your perspective: "It’s important to re-
member that the incomplete approach should be used cautiously be-
cause it’s impossible to test all existing algorithms, many of which
may not even be known. In this context, incompleteness is an inher-
ent limitation, and it’s essential to prioritize the most relevant and
suitable algorithms for the given problem. The choice of algorithms
to be tested depends on various factors, such as the available time

and your familiarity with the algorithms’.

In terms of occurrence, there is consensus. However, regarding
relevance, it is clear that this issue has low relevance. This low
priority may be explained by the comment made by participant P5,
who mentioned that testing candidate algorithms will always be

insufficient. Figure A.19 illustrates the result.
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Figure A.19: Total - Insufficient exploration of candidate algorithm options

3. Inappropriate/Wrong exploration of candidate algorithm
options:
In the first session, the first question, one participant reported dis-
agreeing, and three reported being unsure. In the second question,

regarding relevance, all participants reported being unsure.

In the second session, both questions yielded identical results: two

participants reported partial agreement, while three fully agreed.

Participant P5 stated: "Handling it inappropriately can lead to a
more complex code, but it’s likely that the final result won’t be
significantly compromised’.

Many participants marked "not sure' regarding the occurrence and
relevance in the first session, suggesting we can rule out this issue.
Furthermore, the partial agreement of two voters in the second
session, both in terms of occurrence and relevance, reinforces this

conclusion.
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— Splitting training/test/validation data - Example: Training data

selection, holdout

1. Neglected splitting training/test/validation data
In the first session, in the question regarding occurrence, two
participants reported partially disagreeing, one reported partially
agreeing, and one said agreeing. In the relevance question, all
reported agreeing.
Participant P3 said: "It doesn’t make much sense to a data scientist
(missing case). It is a basic premise. I don’t see this happening.
People usually don’t forget to perform the data split, and if there is
an error in the split, such as data leakage from the training set to
the test set, that would be a case of inappropriateness”.
Both questions yielded identical results in the second session: all
participants reported agreement.
Figure A.20 suggests that, based on both sessions, this issue can be
categorized as highly relevant despite some partial disagreements

related to its occurrence.
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Figure A.20: Total - Neglected splitting training/test/validation data

2. Inappropriate splitting of training/test/validation data
In the first session, in the question regarding occurrence, two
participants reported partially agreeing, and two said agreeing. In
the second question, all reported agreeing.

Participant P3 gave an example: "This is an illustrative example of
this in cases involving time series. When you choose an approach
that randomly separates the training and testing data, you are
compromising the essence of this time series; this happens because,
in time series, we are interested in capturing and preserving the
patterns and behaviors that evolve, such as seasonality and trends.".
Regarding the second session, all participants agreed on both ques-
tions.

The results can be examined in Figure A.21, and it can be concluded

that this issue can be categorized as highly relevant.
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Figure A.21: Total - Inappropriate splitting of training/test/validation data

— Hyperparameter tuning - Example: Adjust parameters such as C
(SVM), K and distance metrics (KNN), Information gain, and Gini index

(Decision Tree).

1. Neglected hyperparameter adjustment:

In the first session, in the question regarding occurrence, one
participant reported partially agreeing, and three said agreeing.
In the relevance question, one reported partially disagreeing, two

reported partially agreeing, and one said agreeing.
One participant reported partially agreeing with both questions in
the second session, while four expressed full agreement.

Figure A.22 shows that we can categorize this issue as highly rele-

vant, according to the discussions during the focus group sessions.
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2. Suboptimal hyperparameter adjustment:

In the first session, in the first question, all participants reported
partially agreeing. In the second question, two said partially dis-

agreeing, and two reported partially agreeing.

Participant P1 made an addendum: "It is challenging to establish an
absolute criterion for determining what is considered insufficient,
as the choice of approach can vary depending on the context and
complexities of the problem. Determining whether something was
incomplete or insufficient is difficult, as it may not necessarily result
in significant TD that requires revisiting the issue. Sometimes, it

may not be necessary to go back and address it’.
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Participant P3 said: "If you ask a data scientist, it will usually be
considered insufficient because they are always looking for opportu-

nities to continue testing and improving models’.

Four participants reported partially agreeing in the second session,

and one agreed with both questions.

Based on discussions from the two focus group sessions, we can
categorize this issue as low relevant. The final result is shown in
Figure A.23.
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Figure A.23: Total - Suboptimal hyperparameter adjustment

3. Incorrect hyperparameter adjustment:

In the first session, in the question regarding occurrence, two
participants reported partially agreeing, one reported agreeing, and
one reported being not sure. In the relevance question, two reported

agreeing, and two reported being not sure.

Participant P1 gave an uncommon example that could happen: "It
is possible to create a script to test various hyperparameters, but
it can be challenging to avoid human errors, such as accidentally
changing the input data or forgetting to adjust the hyperparameters
for a specific algorithm. In a scenario where you have developed code
to test different algorithms and hyperparameters, it can be easy to
make the mistake of not consistently applying the appropriate hy-

perparameters to each algorithm. These situations are uncommon”.
In the second session, all participants agreed with both questions.

In this case, it is possible to observe a difference in voting patterns
between the first and second sessions. In the first session, votes were
categorized as 'not sure’; in the second session, there was unanimous
consensus on both questions that this issue is relevant. However,
this difference allows us to categorize this issue as highly relevant
according to the discussions in the focus group sessions. Figure A.24

reveals the final result.
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A3
Issues of the Model Evaluation ML Life Cycle Phase

— Choosing evaluation metric - Example: Accuracy, Confusion Matrix,
AUC, Precision, Recall, F-Measure (Classification); MRSE, R-Squared

(Regression).

1. Suboptimal evaluation metric selection:
In the first session, the first question, three participants reported
partially agreeing, and one said agreeing. In the second question,

all reported agreeing.

Participant P1 stated: "For ezample, consider an alarm in a secret
room with millions of dollars. The alarm should go off when there
is no real threat and vice versa. You may not notice this aspect
if you don’t use the right metric. In this case, it’s not about doing
something wrong, but rather using an insufficient metric that doesn’t

provide adequate clues, making it challenging to interpret”.

In the second session, the first question, three participants reported
agreeing, and two said they were not sure. In the second question,

two reported agreeing, and three were not sure.

Participant P5 made a statement about this case: "The use of
‘incomplete’ does not necessarily generate T'D. It may be the case of
needing to fully meet the client’s needs optimally. For example, when
creating a model with excellent accuracy but without considering
execution time, it is possible that the client is not being served in
the best way. In this scenario, there may not be a problem in the

code itself but in satisfying the client’s needs”".

Figure A.25 illustrates the conclusive outcome of the voting process
for this particular issue. Based on the discussions, it can be con-
cluded that this issue can be categorized as highly relevant. The
votes on its occurrence and relevance exhibited variability, leading

to this determination.
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2. Inappropriate/Wrong selection of evaluation metric:

In the first question during the first session, three participants
reported partially disagreeing, and one said agreeing. In the second

question, all reported partially agreeing.

Participant P4 provided an example to illustrate their understand-
ing of this concept: "Utilizing a metric designed for a different type
of problem, like employing a regression metric to assess a classifi-
cation problem, is unsuitable”.

The outcome of the first session is intriguing. Although this issue is
not considered common in practice, it is still relevant.

In the second session, both questions received equal responses from
participants, with two indicating agreement and three voting being
not sure. This suggests a mixed reaction to the questions, with some
participants leaning towards understanding and another segment
needing to be more certain.

Participant P8 said: "In my opinion, choosing the wrong metric
doesn’t necessarily result in a TD, but it can cause harm to the

business”.

The outcome is that this issue can be discarded.

— Properly using methods for evaluating a model’s performance

- Example: Holdout and Cross-validation

1. Inappropriate/ Wrong properly using methods for evalu-

ating a model’s performance:

In the first session, in the first question, three participants reported
partially agreeing, and one said agreeing. In the second question,
one reported partially agreeing, and three said agreeing.

In the second session, the first question, two participants reported
agreeing, and three said they were not sure. In the second question,
one reported partially agreeing, one reported agreeing, and three

said not sure.
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Participant P5 comment: "It doesn’t seem as bad as those items
before'.

There was only one vote fully agreeing in the first session on the
first question and a relatively high number of abstentions during
the second session on the same question; we can conclude that this

issue can be discarded.
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